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ABSTRACT 

The swift rise of the use of autonomous artificial intelligence (AI) has 

resulted in a major area of uncertainty for law, especially in relation to 

how to assign civil liability for incidents that are not directly caused by 

human action. The situation marks a major regulatory gap, since 

traditional tort law principles—particularly fault and causation—have 

been developed for making sense of human actions and are still not 

ready to cope with the autonomous and adaptive behavior of AI. 

Through a research methodology that is doctrinal and analytical, the 

paper conducts a comparative study of recent regulatory approaches in 

Europe and the UK and considers their normative relevance to the legal 

framework of the UAE. The results reveal that the recognition of AI 

legal personality does not provide a feasible or protective solution since 

these systems lack the legal capacity, intent, and independent 

patrimonial assets needed for effective compensation. Rather, the 

research advocates for a regulatory model based primarily on human 

accountability, with the backing of mandatory insurances and 

compensation funds for high-risk AI applications. Moreover, this 

research is a valuable contribution to the international legal discussion 

by presenting the Global South and Middle Eastern viewpoint on the 

governance of AI liability, including a flexible regulatory framework 

that not only stimulates technological innovation but also ensures victim 

protection and legal certainty, and by enhancing the comparative 

discussion on the future formation of AI civil liability regimes. 
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 ملخص البحث

أدّىّالتطورّالمتسارعّلأنظمةّالذكاءّالاصطناعيّالمستقلةّإلىّبروزّتحدياتّقانونيةّمعقّدة،ّولاّسيماّفيّمجالّالمسؤوليةّ
ّالواقعّإشكاليةّ المدنيةّعنّالأضرارّالتيّقدّتنشأّعنّتشغيلّهذهّالأنظمةّدونّتدخلّبشريّمباشر.ّويطرحّهذا

تقصيريةّالتقليدية،ّالقائمةّعلىّالخطأّوالسببية،ّفيّالتعاملّمعّمخاطرّجوهريةّتتمثلّفيّمدىكّفايةّقواعدّالمسؤوليةّال
تهدفّهذهّّ.الذكاءّالاصطناعي،ّخاصةّفيّظلّصعوبةّتحديدّالفاعلّالمسؤولّوضمانّالتعويضّالفعاّلّللمتضرّرين

تقلةّفيّإطارّقانونّالدراسةّإلىّتحليلّمدىّإمكانيةّإسنادّالمسؤوليةّالمدنيةّعنّأضرارّأنظمةّالذكاءّالاصطناعيّالمس
المعاملاتّالمدنيةّالإماراتي،ّمعّتقييمّالطروحاتّالمعاصرةّالداعيةّإلىّمنحّهذهّالأنظمةّشخصيةّقانونيةّمستقلة.ّ
وتعتمدّالدراسةّالمنهجّالتحليليّالدوكتِيني،ّمنّخلالّفحصّالأسسّالقانونيةّللمسؤوليةّالمدنية،ّوتحليلّالنقاشاتّ

ّ.ماّالتوجهاتّالأوروبيةّوالبريطانيةّالحديثةّفيّمجالّتنظيمّالمسؤوليةّعنّالذكاءّالاصطناعيالفقهيةّالمقارنة،ّولاّسي
وتخلصّالدراسةّإلىّأنّّمنحّالشخصيةّالقانونيةّلأنظمةّالذكاءّالاصطناعيّلاّيعّدّحلّاّعملياّّلإشكاليةّالمسؤوليةّ

لّلت اّلمجال وّفتح اّلمتضررّين إّضعافّحماية إّلى يّؤدي قّد بّل وّالاستقلالّالمدنية، اّلمالية اّلذمة لّغياب نّظراّ اّلمسؤولية، مّن هرب
اّلاصطناعيّيمكنّتحقيقهّ اّلذكاء أّضرار اّلمدنيةّعن اّلمسؤولية تّنظيم أّنّ اّلنتائج تّظّهر كّما اّلأنظمة. اّلحقيقيّلهذه القانوني

دعومةّبآلياتّمكملةّبوسائلّأكثرّفاعلية،ّمنّخلالّمساءلةّالأطرافّالبشريةّالمرتبطةّبسلسلةّالتصميمّوالتشغيل،ّم
وتسهمّهذهّالدراسةّفيّسدّّفجوةّبحثيةّقائمةّفيّّ.مثلّالتأمينّالإجباريّوصناديقّالتعويضّللأنظمةّعاليةّالخطورة

اّلسياقّ اّلاصطناعيّفي اّلذكاء اّلمدنيةّعن لّلمسؤولية تّقديمّتحليلّمعياريّمتكامل اّلعربية،ّمنّخلال اّلقانونية الأدبيات
 .اّيوازنّبينّحمايةّالحقوقّوتشجيعّالابتكارّالتقنيالقانونيّالإماراتي،ّبم

 

  مقدمة

أدّىّالانتشارّالمتسارعّلتطبيقاتّالذكاءّالاصطناعيّفيّالقطاعاتّالاقتصاديةّوالإداريةّوالتجاريةّإلىّإثارةّإشكالاتّ
قانونيةّمعقّدة،ّولاّسيماّفيّماّيتعلقّّبتحديدّالمسؤوليةّالمدنيةّعنّالأضرارّالتيّقدّتنشأّعنّعملّهذهّالأنظمة.ّفمعّ

بهاّأنظمةّالذكاءّالاصطناعي،ّباتتّالنماذجّالتقليديةّللمسؤوليةّالمدنية،ّالقائمةّتزايدّدرجةّالاستقلاليةّالتيّتتمتعّّ
علىّافتِاضّالسيطرةّالبشريةّالمباشرة،ّتواجهّصعوباتّحقيقيةّفيّإسنادّالخطأّوإثباتّالعلاقةّالسببيةّوتحقيقّالمساءلةّ

 (Pagallo, 2018). ّّالقانونية
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اّلمتحدة،ّتخ اّلعربية اّلإمارات اّلاتحاديّرقمّ)فيّدولة اّلمدنية اّلمعاملات اّلمدنيةّفيّأصلهاّلأحكامّقانون اّلمسؤولية (5ّضع
(،ّالتيّتقرّرّقيامّالمسؤوليةّالتقصيريةّعلىّأركانّالخطأّوالضرر298ّ(ّإلىّ)282،ّولاّسيماّالموادّمنّ)1985لسنةّ

ّأنّّالضررّينش ّالإطارّالتشريعيّعلىّافتِاضّمفاده أّعنّفعلّأوّامتناعّإنسانيّيمكنّوعلاقةّالسببية.ّويقومّهذا
اّلاصطناعيّ اّلذكاء أّنظمة عّلى تّطبيقه عّند إّشكال يّصبحّمحلّ اّلافتِاض هّذا أّنّ غّير مّعيّن. إّلىّشخص وّإسناده تحديده

  (Koops, 2020; Kokasih et al., 2024). القادرةّعلىّاتخاذّقراراتّذاتيةّأوّالتعلمّّالمستمرّدونّتدخلّبشريّمباشر

تّطبيقّّ اّلإشكالاتّويكشف اّلاصطناعيّعنّعددّمن اّلذكاء اّلناتجةّعن اّلأضرار اّلتقليديةّعلى اّلمدنية اّلمسؤولية قواعد
الجوهريةّفيّالإطارّالقانونيّالقائم.ّفمنّجهةّأولى،ّيثورّالتساؤلّحولّإمكانيةّإسنادّالخطأّفيّالحالاتّالتيّيكونّ

اّلتعلمّ.ّوم اّلضارّناتجاّّعنّخوارزميةّذاتية اّلقرار اّلتقنيةّفيها اّلبيئات اّلسببيةّفي إّثباتّعلاقة تّتعقّدّمسألة نّجهةّثانية،
ّللذكاءّ ّالقانوني ّالتصنيف ّيظلّ ّالبيانات.ّكما ّومزوّد ّوالمستخدم ّوالمشغّل ّالمطوّر ّأدوار ّفيها ّتتداخل ّالتي المركّبة

ّللمخاطر،ّغيرّمحس ّمولدّّا ّمستقلّا ّأوّنظامّا ّأوّأداة ّمنتجّا ّالقانونّالمدنيّالاصطناعي،ّسواءّباعتباره ومّفيّإطار
ّالتقنياتّالمستقلةّ ّفيّمواجهة ّعالمياّ ّالتقصيرية ّالمسؤولية ّأنظمة ّتشهده ّأوسع ّيعكسّإشكالّا ّما ّوهو  الإماراتي،

.(European Parliament, 2017; Pagallo, 2020) 

رقمي،ّمنّبينهاّاستِاتيجيةّوعلىّالرغمّمنّتبنّيّدولةّالإماراتّالعربيةّالمتحدةّسياساتّطموحةّفيّمجالّالتحوّلّال
،ّفإنّّهذهّالمبادراتّتظلّّفيّإطارهاّالتوجيهيّولاّتنّشئّقواعدّقانونيةّمّلزمّة2031ّالإماراتّللذكاءّالاصطناعيّ

اّلاعتمادّ فّإنّ اّلاصطناعي.ّومنّثمّ، اّلذكاء اّستخدام اّلناشئةّعن اّلأضرار اّلمدنيةّوالتعويضّعن اّلمسؤولية لمعالجةّمسائل
اّلقضائيةّالحصريّعلىّّ اّلأحكام اّلقانونيّوتفاوت اّليقين مّنّعدم إّلىّحالة يّؤدّي قّد اّلمدنية لّلمسؤولية اّلتقليدية القواعد

  (Surden, 2019; Koops, 2020; Jose, 2023). مستقبلّا،ّولاّسيماّمعّتزايدّاستقلاليةّالأنظمةّالذكية

ّ:الآتيوانطلاقاّّمنّذلك،ّتتمحورّإشكاليةّالبحثّحولّالتساؤلّّ

كّافياّّلمعالجةّالأضرارّالتيّ إلىّأيّّمدىّيعّدّّالإطارّالقائمّللمسؤوليةّالمدنية،ّوفقّقانونّالمعاملاتّالمدنيةّالإماراتي،
تتسبّبّبهاّأنظمةّالذكاءّالاصطناعي،ّوماّهيّالتعديلاتّالقانونيةّاللازمةّلمواجهةّالتحدّياتّالتيّتفرضهاّاستقلاليةّ

ّالأنظمة؟ ّأهدافّرئيسة هذه ّالمقالّإلىّتحقيقّثلاثة ّالهدفّالأولّفيّتحليلّالأسسّالنظريةّّ .ويسعىّهذا يتمثلّ
للمسؤوليةّالتقصيريةّفيّالقانونّالإماراتي،ّولاّسيماّمفاهيمّالخطأّوالضررّوالسببية.ّأمّاّالهدفّالثانيّفيتمثلّّفيّبيانّ

الناتجةّعنّالذكاءّالاصطناعي.ّويهدفّالمقال،ّّلأضرارأوجهّالقصورّالتيّتواجهّهذهّالمفاهيمّعندّتطبيقهاّعلىّا
اّلمدنيةّ لّلمسؤولية اّلقانوني اّلإطار فّاعلية تّعزيز اّلتيّمنّشأنها اّلممكنة اّلقانونيةّوالتنظيمية اّلمسارات بّعض إّلىّتقييم ثالثاّ،

 .اتيفيّمواجهةّالمخاطرّالناشئةّعنّالتقنياتّالذكية،ّمعّمراعاةّخصوصيةّالنظامّالقانونيّالإمارّ
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 الدراسات السابقة 

ّهذاّ ّإلاّأنّ ّالقانونية، ّالاصطناعيّوانعكاساته ّالذكاء ّبدراسة ّمتزايدّا ّاهتمامّا ّالمعاصرة شهدتّالأدبياتّالقانونية
كّبيرةّمنّالدراساتّعلىّالاهتمامّلمّيتوزعّبشكلّمتوازنّ ّالقانونية.ّفبينماّركّزتّنسبة بينّمختلفّصورّالمسؤولية

اّلتقنيةّّ اّلاصطناعيّالأبعاد اّلذكاء أّنظمة اّلناشئةّعن اّلمدنية اّلمسؤولية اّلاصطناعي،ّظلّت لّلذكاء اّلتنظيمية أّو اّلجنائية أو
 .المستقلةّمجالّاّأقلّتناولّا،ّولاّسيمّاّفيّالسياقّالتشريعيّالإماراتي

نيةّالتحتيةّالرقمية،ّّفيّهذاّالإطار،ّتناولتّبعضّالدراساتّالذكاءّالاصطناعيّمنّزاويةّتعزيزّالأمنّالسيبرانيّوالب
التيّأبرزتّالدورّالمتقدّمّلتقنياتّالتعلمّالآليّفيّالكشفّالمبكرّعنّالتهديداتّ Al-Niyadi (2025) كماّفيّدراسة

وتحليلهاّفيّالزمنّالحقيقيّداخلّالمؤسساتّالإماراتية.ّغيرّأنّّهذاّالاتجاهّالبحثي،ّعلىّالرغمّمنّأهميتهّالتقنية،ّبقيّ
ياتّالمسؤوليةّالمدنيةّوجبرّالضرر،ّإذّانصبّّتركيزهّعلىّالوقايةّالتقنيةّأكثرّمنّمعالجةّالآثارّمنفصلّاّعنّإشكال

 .القانونيةّللأضرارّالمحتملة

واتجهّمسارّبحثيّآخرّإلىّمناقشةّالمسؤوليةّالجنائيةّالمرتبطةّباستخدامّتقنياتّالذكاءّالاصطناعي،ّوبخاصةّإشكاليةّ
مّن  لةئمس أّو اّلمستقلة اّلإشكالية،ّالأنظمة قّدّمّتحليلّّمعاصرّّمقاربةّعمليةّونقديةّلهذه قّانونية؛ّوقد مّنحهاّصفات اقشة

كّبدائلّلتكييفّ مقتِحّاّعناصرّسياسةّجنائيةّمثلّإدخالّجرائمّخطرّجديدةّأوّاعتمادّمناهجّ»مخاطرّمقبولة«
ورغمّالقيمةّالنظريةّلهذاّالمسار،ّفإنهّّ (Sachoulidou, 2024). الإطارّالجنائيّالتقليديّمعّخصوصياتّالأنظمةّالذكية

يختلفّمنّحيثّالطبيعةّوالغايةّعنّالمسؤوليةّالمدنية،ّالتيّتقومّأساسّاّعلىّالتعويضّوجبرّالضررّلاّعلىّالردعّ
 .والعقاب،ّالأمرّالذيّيجعلّإسقاطّنتائجهّعلىّالمجالّالمدنيّمحدودّالجدوى

اّلاصطناعيّوتقنياتّرقميةّأخرىّضمنّأطرّتحليليةّوعلىّمستوىّأوسع،ّحاولتّب اّلذكاء اّلجمعّبين اّلدراسات عض
دّراسة وّالمركباتّ Al-Dhannahani (2024) شاملة،كّماّفي وّالروبوتات اّلميتافيرس اّلقانونيةّفيّسياق اّلمسؤولية تّناولت التي

اّلموضوعي،ّرغم اّلإماراتي.ّغيرّأنّّهذاّالاتساع اّلقانون اّلقيادةّفي اّلتحليلّّّذاتية اّلاستشرافية،ّجاءّعلىّحساب أهميته
المتعمّقّلقواعدّالمسؤوليةّالمدنية،ّحيثّلمّتّخصّصّدراسةّمنهجيةّمستقلةّلمسألةّإسنادّالخطأّوالسببيةّفيّحالاتّ

 .الذكاءّالاصطناعيّالمستقل

رنّأوّوقائي،ّمعّتركيزّكماّركّزتّدراساتّأخرىّعلىّالحمايةّالقانونيةّمنّمخاطرّالذكاءّالاصطناعيّفيّإطارّمقا
كّماّفيّدراسة ويلاحظّأنّهذاّ Al-Bayoumi (2023) واضحّعلىّالجرائمّالسيبرانيةّوإساءةّاستخدامّالتقنياتّالذكية،

الاتجاهّالبحثيّيميلّإلىّالمقاربةّالجنائيةّوالتنظيمية،ّأكثرّمنّاهتمامهّبتنظيمّقواعدّالتعويضّالمدنيّعنّالأضرارّالناتجةّ
 .المشروعّلأنظمةّالذكاءّالاصطناعيعنّالتشغيلّّ
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وفيّسياقّمختلف،ّتناولتّدراساتّتأثيرّالذكاءّالاصطناعيّعلىّالعلاقاتّالتعاقديةّوقانونّالأعمال،ّبماّفيّذلكّ
 ”contracts on chain“ قضاياّالعقودّالذكيةّوالتنفيذّالآليّللعقود؛ّوقدمتّدراسةّأحدثّتحليلاّّتجريبياّّونظريّاّلنمط

وعلىّالرغمّمنّأنّّ (Bassan & Rabitti, 2024). ثيرهّعلىّقابليةّالانفاذّوتوزيعّالمخاطرّوالمسؤوليةّالتعاقديةوكيفيةّتأ
هذهّالدراساتّلاّتركزّصراحةّعلىّالمسؤوليةّالتقصيرية،ّفإنّهاّتسهمّفيّإظهارّتحوّلّالذكاءّالاصطناعيّمنّأداةّ

 .هّدّنظريّاّلإشكاليةّإسنادّالمسؤوليةّعنّأفعالهّالمستقلةمساعدةّإلىّعنصرّفاعلّفيّاتخاذّالقرار،ّوهوّماّيمّّ

ومنّخلالّهذاّالاستعراض،ّيتبيّنّأنّّمعظمّالدراساتّالسابقةّإمّاّعالجتّالذكاءّالاصطناعيّمنّمنظورّتقنيّأوّ
ظمةّالذكاءّجنائي،ّأوّتناولتّالمسؤوليةّالقانونيةّفيّإطارّعامّدونّتخصيصّتحليليّللمسؤوليةّالمدنيةّالناشئةّعنّأن

كماّيلاحظّغيابّدراسةّتركّزّبشكلّمنهجيّعلىّمدىكّفايةّقواعدّالمسؤوليةّ .الاصطناعيّالمستقلةّعاليةّالخطورة
التقصيريةّفيّقانونّالمعاملاتّالمدنيةّالإماراتي،ّولاّسيمّاّمفاهيمّالخطأّوالسببية،ّفيّمواجهةّالخصائصّالاستقلاليةّ

 .لهذهّالأنظمة

اسةّالحاليةّضمنّهذاّالفراغّالبحثي،ّمنّخلالّتقديمّتحليلّقانونيّدقيقّللمسؤوليةّالمدنيةّعنّوعليه،ّتتموضعّالدرّ
أضرارّالذكاءّالاصطناعيّالمستقلّفيّظلّالتشريعّالإماراتي،ّمعّاقتِاحّآلياتّعمليةّلتوزيعّالمخاطرّوجبرّالضرر،ّبماّ

سهمّالدراسةّفيّتطويرّالأدبياتّالقانونيةّمنّخلالّيوازنّبينّحمايةّالمتضررّينّوتشجيعّالابتكارّالتقني.ّوبهذا،ّت
ّالذكاءّ ّالتيّيفرضها ّإلىّتحليلّمعياريّتطبيقيّيستجيبّللتحدياتّالفعلية ّللمخاطر الانتقالّمنّالوصفّالعام

 ّ.الاصطناعيّفيّالواقعّالقانونيّالمعاصر

اّ اّلوطنيةّبمعزلّعن اّلقانونية اّلأدبيات اّلقصورّفي إّلىّهذا اّلنظر اّلقانونيةّولاّيمكن اّلنقاشات تّكشف إّذ اّلدولي، لسياق
ّ.الحديثةّفيّالأنظمةّالمقارنةّعنّتحدّياتّمماثلةّفيّتنظيمّالمسؤوليةّالمدنيةّعنّأضرارّأنظمةّالذكاءّالاصطناعيّالمستقلة

ليةّالمدنيةّعنّوفيّالسياقّالمقارن،ّتؤكدّالدراساتّالأوروبيةّوالبريطانيةّالحديثةّأنّّالإشكالاتّالمرتبطةّبإسنادّالمسؤوّ
أضرارّالذكاءّالاصطناعيّالمستقلّلاّتقتصرّعلىّالنظمّالقانونيةّالناشئة،ّبلّتواجههاّأيضّاّأنظمةّقانونيةّمتقدمةّ

التقصيرية.ّفقدّأشارّتقريرّالبرلمانّالأوروبيّإلىّمحدوديةّنموذجّالمسؤوليةّالقائمّعلىّّذاتّتقاليدّراسخةّفيّالمسؤولية
لأضرارّالناتجةّعنّأنظمةّالذكاءّالاصطناعيّعاليةّالخطورة،ّواقتِحّبدائلّتنظيميةّتقومّعلىّالخطأّفيّالتعاملّمعّا

كماّأبرزتّالأدبياتّ (European Parliament, 2020). المسؤوليةّالمشدّدةّوآلياتّالتعويضّالقائمةّعلىّتوزيعّالمخاطر
البشريةّوالسببيةّفيّالأفعالّالصادرةّعنّالأنظمةّالمستقلة،ّوهوّالقانونيةّالبريطانيةّالصعوباتّالعمليةّلإثباتّالسيطرةّّ

  (Koops, 2020).  ماّيستدعيّإعادةّتقييمّقواعدّالمسؤوليةّالمدنيةّالتقليديةّفيّهذاّالسياق
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ّالمقالّ ّيعتمدّهذا ّذاتّالص علىّالتحليلّالقانونيومنّحيثّالمنهجية، ّالنصوصّالتشريعية لة،ّّمنّخلالّدراسة
الاصطناعي.ّويخلصّالمقالّإلىّأنّّقانونّّوالاستفادةّمنّالنقاشاتّالفقهيةّالمعاصرةّفيّمجالّالمسؤوليةّعنّالذكاء

ّالقائمةّعلىّالخطأّ ّبنيته ّالإشكالية،ّغيرّأنّ ّانطلاقّأساسيةّلمعالجةّهذه المعاملاتّالمدنيةّالإماراتيّيشكّلّنقطة
اّلتوازنّبينّالبشريّتتطلّبّإعادةّنظرّمفاهيميةّوتنظي اّلمستقلةّ،ّوبماّيحقّق اّلذكية اّلأنظمة اّتساقهاّمعّواقع لّضمان مية
ولأغراضّهذاّالمقال،ّيقتصرّنطاقّالتحليلّعلىّأنظمةّالذكاءّالاصطناعيّّّ.حمايةّالمتضررّينّوتشجيعّالابتكارّالتقني

اّلسيطرّ مّن مّنعدمة أّو بّدرجةّمحدودة تّعمل اّلتي تّلك أّي اّلمخاطر، إّحداثّالمستقلةّوعالية قّادرةّعلى اّلبشرية،ّوتكون ة
ّ.أضرارّماديةّأوّاقتصاديةّيعّتدّّبهاّقانوناّّ

ّ

 نتائج البحث والمناقشة

 مفهوم الذكاء الاصطناعي وخصائصه الأساسية
يعّدّّالذكاءّالاصطناعيّمنّالمفاهيمّمتعددةّالأبعادّالتيّيصعبّحصرهاّفيّتعريفّجامعّمانع،ّنظراّّلتداخلهاّبينّ
مجالاتّتقنيةّومعرفيةّوقانونيةّمختلفة.ّويقّصدّبهّعمومّاّالأنظمةّأوّالبرمجياتّالقادرةّعلىّمحاكاةّبعضّمظاهرّالذكاءّ

 اذّالقرارّاستنادّاّإلىّالبياناتّالسابقة،ّمعّقابليةّتطويرّأدائهاّبصورةّذاتيةالبشري،ّولاّسيمّاّالتعلم،ّوالتحليل،ّواتخ

.(Badawī, 2022; Mahā, 2021) 

كّفرعّعلميّيسعىّإلىّتمكينّ كّونهّتقنيةّحاسوبيةّفحسب،ّبلّينّظرّإليهّأيضّا ولاّيقتصرّالذكاءّالاصطناعيّعلى
وهوّماّيميزّهّعنّالآلاتّالتقليديةّالتيّتقتصرّوظيفتهاّعلىّّالآلاتّمنّمحاكاةّعملياتّالتفكيرّوالإدراكّالإنساني،

ويفّسّرّهذاّالتنوعّّفيّالمقارباتّغيابّتعريفّموحّدّ .et al.,Barkah ; Khūlī, 2021-(Al 2024 (التنفيذّالآليّللأوامر
كّانتّأمّتطبيقيةّأمّتنظي   (Badawī, 2022). ميةللذكاءّالاصطناعي،ّحيثّتختلفّالتعريفاتّتبعاّّلزاويةّالنظر؛ّتقنية

يّركّزّّ بّصفةّعامة،ّوإنما اّلاصطناعي اّلذكاء اّلبحثّبمفهوم يّعّنى اّلمقال،ّلا اّلاصطناعيّولأغراضّهذا اّلذكاء أّنظمة على
يّمباشر،ّوهيّالخصائصّالتيّتثيرّإشكالاتّالمستقلةّالتيّتتمتعّبقدراتّالتعلمّالذاتيّواتخاذّالقرارّدونّتدخلّبشرّ

اّلأنظمةقانونيةّجوهرية،ّلاسي أّفعالّهذه اّلناشئةّعن اّلأضرار اّلمدنيةّعن اّلمسؤولية  (;Geistfeld et al., 2022 ماّفيّمجال

.(Soyer, 2023 

اّلتأثيرّ قّادراّّعلى تّقنياّ أّصبحّفاعلّا بّل تّنفيذية، أّداة يّعدّمجردّ اّلاصطناعيّلم اّلذكاء أّنّ اّلخصائصّفي أّهميةّهذه وتكمن
سلامةّالأفراد،ّدونّرقابةّبشريةّآنية.ّوقدّأدّىّذلكّإلىّبروزّنقاشاتّقانونيةّمتزايدةّفيّالمصالحّوالأموال،ّبلّوحتىّ

ّفيّبعضّ ّقانونية ّشخصية ّمطالباتّبمنحه ّبلّوظهور ّعنّأفعاله، ّالمسؤولية ّإسناد ّوإمكانية ّالقانوني، حولّمركزه
 .الأدبيات
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نّفيّتوصيفّوظائفهّالتقنية،ّبقدرّماّتتمثلّوعليه،ّفإنّالقيمةّالقانونيةّلدراسةّخصائصّالذكاءّالاصطناعيّلاّتكم
فهذهّالخصائص،ّ .فيّتحليلّأثرّاستقلاليتهّوقدرتهّعلىّاتخاذّالقرارّفيّإعادةّتشكيلّقواعدّالمسؤوليةّالمدنيةّالتقليدية

،ّتعّيدّطرحّتساؤلاتّجوهريةّحولّمفهومّالخطأّوالسببيةّوجبرّAl-Khabānī (2023)و Majdūlīn (2022) كماّيشير
 .ررّفيّظلّأنظمةّذكيةّتعملّخارجّنطاقّالسيطرةّالبشريةّالمباشرةالض

 

 الاعتراف القانوني بأنظمة الذكاء الاصطناعي وفق ا لتوجهات الاتحاد الأوربي
أثارّالنقاشّالأوروبيّحولّالاعتِافّبالشخصيةّالقانونيةّلأنظمةّالذكاءّالاصطناعيّجدلاّّواسعاّ،ّولاّسيماّمعّطرحّ

كحلّمحتملّلإشكاليةّإسنادّالمسؤوليةّعنّالأضرارّالتيّتّحدثهاّالأنظمةّالمستقلة.ّوقدّّّ"لإلكتِونيةالشخصيةّا"فكرةّ
فيّسياقّتوصياتّالبرلمانّالأوروبي،ّبوصفهاّمقتِحّاّنظريّاّلمعالجةّماّيعّرفّبفجوةّالمسؤوليةّفيّطرّحتّهذهّالفكرةّ

 .حالاتّغيابّالفاعلّالبشريّالمباشر

التطوراتّاللاحقةّفيّالموقفّالأوروبيّتظّهرّتحولّّاّواضحّاّمنّالطرحّالفلسفيّللشخصيةّالقانونيةّإلىّمقاربةّإلاّأنّّ
اّلتعويض اّلمدنيةّوضمان اّلمسؤولية تّنظيم تّركزّعلى اّلشخصيةّ .أكثرّعملية مّنح أّنّ اّللاحقة اّلأوروبية اّلتقارير أّكدت فقد

الّاّلمشكلةّجبرّالضرر،ّخاصةّفيّظلّغيابّالذمةّالماليةّوالاستقلالّالقانونيةّللأنظمةّالذكيةّلاّيشكّلّحلّاّفعّّ
القانونيّالحقيقيّلهذهّالأنظمة،ّوهوّماّدفعّإلىّتفضيلّنماذجّبديلةّقائمةّعلىّالمسؤوليةّالموضوعيةّوآلياتّتوزيعّ

 ّّ(European Parliament, 2020).   المخاطر

اّلمقا اّلأوروبية اّلقانونية اّلأدبيات اّنتقدت اّلقياسّكما اّلمدنية،ّمثل اّلمسؤولية نّطاق تّشبيهاتّخارج إّلى تّستند اّلتي ربات
علىّالاعتِافّبحقوقّالحيواناتّأوّالجدلّالتاريخيّحولّالشخصيةّالاعتبارية،ّمعتبرةّّأنّّهذهّالطروحات،ّرغمّبعدهاّ

 (;Koops, 2020 بعاتّالضررالنظري،ّلاّتسّهمّعملياّّفيّحلّإشكاليةّالتعويضّأوّتحديدّالمسؤولّالقادرّعلىّتحمّلّت

.(Calo, 2021 

ومنّثمّ،ّفإنّالتجربةّالأوروبيةّتظّهرّأنّّالاتجاهّالسائدّلمّيعدّيتجهّنحوّإضفاءّشخصيةّقانونيةّمستقلةّعلىّأنظمةّ
ّالتصميمّّ ّالمرتبطةّبسلسلة ّالقائمةّعلىّمساءلةّالأطرافّالبشرية الذكاءّالاصطناعي،ّبلّنحوّتعزيزّالأطرّالقانونية

 .تشغيل،ّإلىّجانبّاعتمادّأدواتّمكملةّمثلّالتأمينّالإجباريّأوّصناديقّالتعويضّللأنظمةّعاليةّالخطورةوال

ّالسياق،ّتعّدّّهذهّالمقارباتّأكثرّانسجامّاّمعّمنطقّالمسؤوليةّالمدنيةّفيّالأنظمةّالقانونيةّالعربية،ّومنهاّ وفيّهذا
المتضرّرّوضمانّالتعويض،ّدونّالحاجةّإلىّإحداثّتغييرّمفاهيميّالنظامّالقانونيّالإماراتي،ّالذيّيقومّعلىّحمايةّ

لّرفضّ بّوصفهاّدعمّا تّتم أّن يّنبغي اّلأوروبية اّلتوجهات اّلاستفادةّمن فّإن اّلقانونية.ّوعليه، اّلشخصية جذريّفيّمفهوم
ّلها،ّوبماّيخدمّالهدفّالجوهريّللمسؤوليةّالمدنيةّالشخصيةّالقانونية ّالمبحثّإلىّّ،ّوعليهّسوفّنقسملاّتبنياّ هذا

ّمطلبينّعلىّالنحوّالتالي:
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 مدى إمكانية منح أنظمة الذكاء الاصطناعي الشخصية القانونية
إنّّمسألةّالاعتِافّبالشخصيةّالقانونيةّللروبوتاتّالمزودةّبأنظمةّالذكاءّالاصطناعيّتعّدّمنّأبرزّالقضاياّالمثارةّفيّ

تِحةّلمواجهةّصعوبةّإسنادّالمسؤوليةّعنّالأضرارّالتيّتّحدثهاّالأنظمةّالفقهّالقانونيّالمعاصر،ّبوصفهاّأحدّالحلولّالمق
ّالتيّ ّالذكاءّالاصطناعي، ّالنقاشّبشكلّلافتّفيّتوصياتّالبرلمانّالأوروبيّبشأنّأنظمة المستقلة.ّوقدّأثّيرّهذا

  (Yas et al., 2023). طرحتّفكرةّ“الشخصيةّالإلكتِونية”كّخيارّتنظيميّمحتمل

الاتجاهّالمؤيدّلمنحّالشخصيةّالقانونيةّإلىّافتِاضّأنّّتطورّالأنظمةّالذكية،ّولاّسيماّقدرتهاّعلىّالتعلمّالذاتيّويستندّّ
ّالسياقّبالقياسّعلىّ ّويسّتدلّفيّهذا ّالتقليدية. ّفيّنماذجّالمسؤولية ّالنظر ّيفرضّإعادة ّقراراتّمستقلة، واتخاذ

كّياناتّ  (,Al-Qāsimغيرّطبيعيةّمّنحتّشخصيةّقانونيةّلأغراضّتنظيميةالشخصيةّالاعتباريةّللشركات،ّباعتبارها

أنّّهذاّالقياسّيظلّمحدودّالجدوى،ّإذّتقومّالشخصيةّالاعتباريةّللشركاتّعلىّوجودّإدارةّبشريةّوذمةّغير2022ّّّّ).
 .يماليةّمستقلة،ّبماّيسمحّبإسنادّالمسؤوليةّوتحقيقّالتعويض،ّوهوّماّتفتقرّإليهّأنظمةّالذكاءّالاصطناع

كماّيسّتندّإلىّاستقلاليةّالأنظمةّالذكيةّفيّاتخاذّالقرارّلتبريرّمنحهاّمركزاّّقانونياّّمستقلّا،ّبحجةّأنّّهذهّالاستقلاليةّ
إلاّأنّّهذاّالطرحّيخلطّبينّالاستقلاليةّالتقنيةّ (Geistfeld et al., 2022). تعّقّدّإسنادّالخطأّفيّإطارّالمسؤوليةّالمدنية

انونية،ّإذّتظلّأنظمةّالذكاءّالاصطناعي،ّرغمّتطورها،ّفاقدةّللإرادةّوالوعيّوالقصد،ّوهيّعناصرّوالاستقلاليةّالق
 .جوهريةّفيّبناءّمفهومّالشخصّالقانونيّبالمعنىّالدقيق

ّومنّمنظورّالمسؤوليةّالمدنية،ّيثّارّأيضّاّأنّّالاعتِافّبالشخصيةّالقانونيةّقدّيتيحّتوجيهّالمسؤوليةّمباشرةّإلىّالنظام
غيرّأنّّهذاّالاتجاهّيثيرّمخاوفّعمليةّجدية،ّ (Melnychuk, 2022). الذكي،ّبماّيخففّالعبءّعنّالمصنعّأوّالمشغلّ

كّيانّتقنيّمجردّتبعاتّقانونيةّدونّضمانّوجودّذمةّماليةّقادرةّعلىّالوفاءّبالتعويض،ّبماّ إذّقدّيؤديّإلىّتحميل
 .ءلةيفتحّالمجالّلإفلاتّالفاعلينّالبشريينّمنّالمسا

إّضفاءّ اّلمدنيةّلاّتتمثلّفي اّلمسؤولية اّلأساسيةّمن اّلقانونيّالإنجليزيّأنّّالغاية اّلفقه اّلتقصيريةّفي اّلمسؤولية وتؤكدّنظرية
صفةّقانونيةّعلىّالفاعلّبقدرّماّتتمثلّفيّضمانّالتعويضّوتوزيعّالخسائرّعلىّالأطرافّالقادرةّعلىّمنعّالضررّ

علىّأنّّالمسؤوليةّالتقصيريةّتعّدّأداةّتنظيميةّعمليةّلتخصيصّالمخاطر،ّلاّإطاراّّفلسفياّّ أوّتحمّلّتبعاته.ّوقدّشدّد
اّلمجردة قّانونيةّمستقلةّ (Cane, 2012). للمساءلة اّلاصطناعيّشخصية اّلذكاء أّنظمة فّإنّمنح اّلمنظور، وانطلاقاّّمنّهذا

مةّإلىّالسيطرةّالقانونيةّوالذمةّالماليةّاللازمةّلتحمّلّلاّيحققّالوظيفةّالجوهريةّللمسؤوليةّالمدنية،ّلافتقارّهذهّالأنظ
  (McBride & Bagshaw, 2020; Koops, 2020). التعويض،ّوهوّماّأكدهّالفقهّالمعاصرّبشأنّالأنظمةّالمستقلة
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ةّالتقليدية،ّوفيّالمقابل،ّيقدّمّالاتجاهّالرافضّلمنحّالشخصيةّالقانونيةّحججّاّأكثرّانسجامّاّمعّمنطقّالمسؤوليةّالمدني
كّماّتّحذّرّالأدبياتّالمقارنةّ تقومّعلىّأنّّجوهرّالشخصّالقانونيّيرتبطّبالقدرةّعلىّالتمييزّوتحملّالتبعةّالقانونية.
منّأنّّالاعتِافّبالشخصيةّالقانونيةّللأنظمةّالذكيةّقدّيفّرغّقواعدّالمسؤوليةّالتقصيريةّمنّمضمونها،ّعبرّنقلّمركزّ

  (European Parliament, 2020). طرافّالبشريةّالقادرةّعلىّالوقايةّمنّالضررّوتحملّتبعاتهالمساءلةّبعيدّاّعنّالأ

وفيّسياقّقانونّالمعاملاتّالمدنيةّالإماراتي،ّالذيّيقومّعلىّإسنادّالمسؤوليةّإلىّأشخاصّطبيعيينّأوّاعتباريينّذويّ
فالإطارّ .ءّالاصطناعيّحلّاّنظريّاّمحدودّالجدوىذمةّماليةّواضحة،ّتبدوّفكرةّمنحّالشخصيةّالقانونيةّلأنظمةّالذكا

القانونيّالقائمّيتيحّتنظيمّالمسؤوليةّالمدنيةّمنّخلالّمساءلةّالمصنعّأوّالمبرمجّأوّالمشغّل،ّمدعومّاّبآلياتّمكملةّ
 .مثلّالتأمينّالإجباريّأوّصناديقّالتعويض،ّدونّالحاجةّإلىّإحداثّتغييرّجذريّفيّمفهومّالشخصيةّالقانونية

وعليه،ّفإنّالجدلّحولّمنحّالشخصيةّالقانونيةّلأنظمةّالذكاءّالاصطناعيّينبغيّأنّيفّهمّبوصفهّنقاشّاّوسائلياّّلاّ
ضمانّالتعويضّالعادلّللمتضررّينّومنعّالتهربّمنّ :غائياّ،ّتقّاسّقيمتهّبمدىّإسهامهّفيّتحقيقّهدفينّأساسيين

تطويرّآلياتّالمسؤوليةّالمدنيةّالقائمةّيعّدّمساراّّأكثرّاتساقاّّمعّوفيّضوءّذلك،ّترجّحّهذهّالدراسةّأنّّ .المسؤولية
 .منطقّالعدالةّوحمايةّالحقوقّفيّالسياقّالقانونيّالإماراتي

 

 تحليل الحجج الرافضة لمنح الشخصية القانونية للذكاء الاصطناعي

ّأسسّقانونيةّراسخةّفيّنظريةّيستندّالاتجاهّالرافضّلمنحّأنظمةّالذكاءّالاصطناعيّشخصيةّقانونيةّمستقلةّإلى
اّلقانونية.ّ اّلتبعة وّتحمل اّلتمييز عّلى وّالقدرة اّلإرادة تّوافر يّفتِض اّلقانوني اّلشخص مّفهوم أّنّ عّلى تّقوم اّلمدنية، المسؤولية
وقدّأكدتّالأدبياتّالقانونيةّالمعاصرةّأنّّأنظمةّالذكاءّالاصطناعي،ّمهماّبلغتّدرجةّتطورهاّالتقني،ّتفتقرّإلىّ

اّ بّشريّسابقّولاحقهذه تّدخل تّعتمدّفيّوجودهاّووظيفتهاّعلى تّشغيلية تّظلكّيانات إّذ اّلجوهرية،  (,Koops لعناصر

.(2020; European Parliament, 2020 

كماّيحذّرّهذاّالاتجاهّمنّأنّّالاعتِافّبالشخصيةّالقانونيةّللأنظمةّالذكيةّقدّيؤديّإلىّإضعافّمركزّالإنسانّ
اّلقانونيّّ اّلفاعل اّلقانونيةّبوصفه اّلنقاشات اّلمسؤول.ّوتؤكد اّلأداةّوالفاعل اّلمفاهيميةّبين اّلحدود الأساسي،ّعبرّطمس

ّمنّ ّالتقصيرية ّإلىّإفراغّقواعدّالمسؤولية ّقدّيفضيّعملياّ ّتقنية ّإلىّأنظمة ّالقانونية ّالشخصية ّإسناد ّأنّ الأوروبية
اّلبشرية اّلأطراف بّعيدّاّعن اّلمساءلة مّركز نّقل مّنّخلال اّلضررّّمضمونها، مّن اّلتحكمّوالتوقيّ  (European القادرةّعلى

.(Parliament, 2020 
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ومنّمنظورّأكثرّاتصالّاّبجوهرّالمسؤوليةّالمدنية،ّيرىّالرافضونّأنّّمنحّالشخصيةّالقانونيةّللذكاءّالاصطناعيّيهّددّ
كّآليةّقانونيةّللتنصلّمنّالمسؤوليةّ منّقبلّالمصنعينّأوّالمشغلّين،ّعبرّمبدأّتحديدّالمسؤولّالحقيقي،ّإذّقدّيسّتخدم

ّالمسارّيتعارضّمعّ تحميلّنظامّبلاّذمةّماليةّمستقلةّتبعاتّالضرر.ّوقدّشددتّالأدبياتّالمقارنةّعلىّأنّّهذا
الهدفّالجوهريّللمسؤوليةّالمدنية،ّوالمتمثلّفيّضمانّالتعويضّالفعاّلّللمتضررّين،ّلاّالاكتفاءّبتحديدّمسؤولّاسميّ

  (Koops, 2020). الوفاءّبالتعويضغيرّقادرّعلىّّ

كماّتؤكدّالدراساتّالحديثةّأنّّعدمّقابليةّأنظمةّالذكاءّالاصطناعيّلاكتسابّحقوقّأوّالتزاماتّقانونيةّبالمعنىّ
كّاملةّعليهاّأمراّّغيرّمنسجمّ التقليدي،ّلغيابّالوعيّالأخلاقيّوالاستقلالّالقيمي،ّيجعلّإضفاءّشخصيةّقانونية

يّللقانونّالخاص.ّفالقانونّلاّيعتِفّبالشخصيةّالقانونيةّإلاّبوصفهاّأداةّلتحقيقّغاياتّتنظيميةّمعّالبناءّالوظيف
 .محددة،ّوليسّاستجابةّّللتطورّالتقنيّالمجرد

وفيّهذاّالسياق،ّتّجمعّالأدبياتّالقانونيةّالحديثةّعلىّأنّّتنظيمّالمسؤوليةّالمدنيةّعنّأضرارّالذكاءّالاصطناعيّيمكنّ
ائلّأكثرّفاعليةّدونّالحاجةّإلىّالاعتِافّبالشخصيةّالقانونية،ّوذلكّمنّخلالّتطويرّنماذجّالتأمينّتحقيقهّبوس

الإجباري،ّأوّإنشاءّصناديقّتعويضّللأنظمةّعاليةّالخطورة،ّأوّإعادةّتوزيعّأعباءّالمسؤوليةّبينّالأطرافّالبشريةّّ
  (European Parliament, 2020). ذاتّالصلةّبسلسلةّالتصميمّوالتشغيل

وخلاصةّالقول،ّفإنّرفضّمنحّالشخصيةّالقانونيةّلأنظمةّالذكاءّالاصطناعيّلاّيعكسّموقفّاّمعاديّاّللتقدمّالتقني،ّ
بلّيّجسّدّاختياراّّقانونياّّواعياّّيهدفّإلىّحمايةّجوهرّالمسؤوليةّالمدنيةّومنعّالتهربّمنّالتعويض.ّفالمعيارّالحاسمّفيّ

تطورّالآلة،ّوإنماّفيّمدىّقدرةّالإطارّالقانونيّالمعتمدّعلىّضمانّالعدالةّوجبرّّهذاّالجدلّلاّيتمثلّفيّمستوى
 .الضررّبصورةّفعاّلة،ّمعّالإبقاءّعلىّالإنسانّفيّمركزّالمساءلةّالقانونية

 

 البدائل والحلول المبتكرة لمواجهة المسؤولية المدنية لأنظمة الذكاء الاصطناعي 
إّلىّالأفضل،ّومعّذلكّ يعتقدّالكثيرّأنّأنظمةّالذكاءّالاصطناعيّوغيرهاّمنّالتقنياتّالرقميةّيمكنهاّتحويلّمجتمعاتنا
يجبّضرورةّالتنبهّعلىّأنّيكونّنشرهاّمصحوباّّبضماناتكّافيةّتقللّمنّالمخاطرّوالضررّالذيّيمكنّأنّتسببهّ

أفعالهاّسواءّبالنسبةّللأشخاصّأوّالممتلكاتّيمكنّأنّنقتِحّّتلكّالتقنيات،ّولمواجهةّالأضرارّالتيّتحدثهاّنتيجة
 (. Maysūm, 2020)مجموعةّمنّالحلولّوالبدائلّالعمليةّوالقانونيةّالمبتكرةّالتيّيمكنّمنّخلالهاّجبرّالضررّّ

ثلّفقدّحاولّالبعضّوضعّحلولّمقتِحةّلمواجهةّالأضرارّالناشئةّعنّأعمالّأنظمةّالذكاءّالاصطناعيّالمستقلةّتتم
فيّإيجادّآليةّتعملّعلىّتحقيقّالتوازنّبينّالمصممينّوالمنتجينّوالمستخدمين،ّبحيثّيتمّالأخذّبعينّالاعتبارّدرجةّ
التطورّالتيّوصلتّإليهاّتقنياتّالذكاءّالاصطناعي،ّفليسّمنّالمنطقّوفقّاّلوجهةّنظرّصاحبّهذاّالرأيّأنّيتمّ

ّ. (Al-Saḥlī, 2022) التعاملّمعّالأشياءّّالتعاملّمعّالروبوتاتّبذاتّالأسلوبّالذيّيتمّبه
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كّاملةّعلىّعاتقّالمستخدمّأوّالشركاتّالمنتجةّلهذهّالتقنيات،ّلأنهّبدونّ كماّأنهّليسّمنّالمقبولّإلقاءّالمسؤولية
عنّاستخدامّأوّتطويرّالذكاءّالاصطناعيّوبالتاليّحرمانّالمجتمعّمنّفوائدّإلىّالإحجامّذلكّسوفّيؤدىّذلكّ

ّ(. Muqaddam, 2022)كثيرةّّ

اّلمدنيةّ اّلمسؤولية اّلتعاملّمع إّلى اّلحيةّعنّوسائلّوبدائلّمبتكرة،ّتهدف اّلمناقشات اّلعديدّمن اّلوقتّذاته،كّشفت في
كّبيرّبينّمنّيتمسكونّبتطبيقّ،ّالمتِتبةّعلىّالأخطارّالتيّتنجمّعنّاستخدامّالروبوتات بعدماّثارّجدالّفقهى

الذكاءّالاصطناعيّالمستقلةّ)الروبوتات(،ّوالتيّتدورّغالبيتهاّفيّإطارّفكرةّالنظرياتّالتقليديةّعلىّمسؤوليةّأنظمةّ
يميلونّإلىّالخروجّمنّدائرةّالضررّوالبحثّعنّبدائلّوآلياتّحمايةّجديدةّومبتكرةّلمواجهةّتلكّآخرينّّوبينّّّّالضرر،
ّ(.  Rahmani, 2019) المسؤولية

اّلجديدة اّلآلياتّوالوسائل أّن يّتضح تّتمثلّفي:ّّّّوبناءّعلىّماّسبق، اّلمستقلةّإالمبتكرة اّلاصطناعي اّلذكاء أّنظمة خضاع
ّمنّتأسيسّوإنشاءّصندوقّلتعويضّضحاياها،ّبهدفّالتقليلّمنّ ّيتبعه ّالتأمينّالإلزاميّوما ّلنظام )الروبوتات(

بشيءّمنّالتفصيلّ.ّوسوفّنتناولّهذهّالحلولّوالبدائلّالمبتكرةّ(Fīlālī, 2020)مخاطرهاّوأضرارهاّالتيّتسببهاّللغيرّ
ّعلىّالنحوّالتالي:

 

 تفعيل نظام التأمين الإلزامي لأنظمة الذكاء الاصطناعي
فكرةّالتأمينّتعدّأحدّالحلولّالمبتكرةّلمواجهةّالمسؤوليةّالمدنيةّلأنظمةّالذكاءّالاصطناعيّالمستقلةّ)الروبوتات(ّعنّ

الأوربي،ّوهذاّالحلّيتفقّمعّماّقالهّجانبّمنّالفقهّبأنّالتأمين:ّالأضرارّالتيّتلحقهاّبالغير،ّوالتيّأقتِحهاّالبرلمانّ
كّماّيتفقّمعّنظامّالتأمينّ "يعدّأداةّأساسيةّلتمكينّنقلّالتكنولوجياّمنّالبحثّإلىّالسوقّوخلقّصناعةّجديدة".

فتأمينّالروبوتاتّالإجباريّالمعمولّبهّلتغطيةّالمسؤوليةّالمدنيةّالناشئةّعنّحوادثّالمركباتّفيّالعديدّمنّالدول،ّ
يجبّأنّيأخذّبعينّالاعتبارّجميعّالمسؤولياتّالمحتملة،ّفهوّنظامّووسيلةّيمنحّمنّخلالهاّالضحاياّالذينّيتعرضونّ

وفيّذاتّالوقتّيحمىّالجناةّمرتكبيّالأفعالّالضارةّ ،لمخاطرّمتزايدةّمنّالضررّفرصةّأفضلّللحصولّعلىّالتعويض
ّّ.(Saʿad, 2021)ّّالمحتملينّمنّمخاطرّالمسؤولية

عقدّيهدفّإلىّحمايةّالطرفّالمؤمنّمنّمخاطرّمحتملةّإذاّماّتحققتّفيّالمستقبلّمقابلّالتزامهّبدفعّّ–فالتأمينّ
يّتم اّلتأمين.ّحيثّما اّلاتفاقّعلىّقيمتهاّوطريقةّسدادهاّفيّوثيقة يّتم اّلمخاطرّّّّعادةّّأقساطّدورية المتوقعةّالتعاملّمع

يهدفّذلكّإلىّضمانّحصولّالطرفّالمتضررّعلىّالتعويض،ّنظاماّّين،ّباعتبارهّمنّخلالّنظامّالتأمأوّالمحتملةّ
 (. Muqaddam, 2022)ومعالجةّمشكلةّقصورّالملاءةّالماليةّللطرفّالمتسببّفيّالضررّّ

ّ
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اّلمجالاتّ اّلعديدّمن فّعالةّوراسخةّفي أّداة أّنه ثّبت اّلسلبيةّحيث اّلآثار اّلتأمينّوسيلةّضمانّتعملّعلىّتحمل أّن كما
كّمزاوليّمهنةّالطبّوالخبرةّإلىّغيرّذلكّمنّ،ّّغطيةّالكثيرّمنّالأخطارّلدىّالعديدّوت ممنّيزاولونّبعضّالمهنّالحرة:

ّالتأمينّالإلزاميّ ّأوّالأخذّبفكرة ّيمنعّمنّإلزامّمصنعيّالآلاتّبتقديمّتلكّالوثيقة المهن،ّوبالتاليّليسّهناكّما
ّ(. Raḥmānī, 2019)المستقلةّوفقّاّلماّقررهّالتقريرّالأوربيّّللتكنولوجياّأوّالتقنياتّالرقميةّأوّالروبوتاتّّ

ّالنظامّعلىّفئاتّمحدودةّمنّالروبوتاتّلتغطيةّ ومنّخلالّماّسبق،ّوبالقياسّالمنطقيّالبسيطّيمكنّتطبيقّهذا
فّائقةّّ اّلروبوتات اّلضارة،ّومنها أّفعالها لّلغيرّجراء تّسببها اّلتي اّلأضرار اّلمدنيةّعن اّلبرلمانّمسؤوليتها كّماّصنفها الخطورة

ّالأوربيّوفقّاّلتوجهاتهّبشأنّالمسؤوليةّالمدنيةّعنّأضرارّالذكاءّالاصطناعي.

حيثّيرىّجانبّمنّالفقهّأنّالجهةّالملزمةّبإبرامّوثيقةّالتأمينّهيّالشركةّالمصنعةّللروبوتات،ّلكونهاّقادرةّعلىّ
كّافةّالتكاليف،ّوهيّالفاعلّالمحوريّفيّصناعتها .ّمعّضرورةّالأخذّفيّالاعتبارّبأنّاختيارّتلكّالشركةّيبدوّتغطية
كّانتّالشركةّالمصنعةّهيّالمسؤولةّّ؛وبناءّعلىّذلك، أكثرّملائمة،ّويتفقّمعّماّاقتِحهّتقريرّالبرلمانّالأوربي فإذا

كّافةّالتعويضاتّوليسّلديهاّالمواردّالماليةّالكافيةّلتعويضّالضحايا،ّفإنّشركةّالتأمينّتحلّمحلهاّفيّالقيامّبسدا د
أنّوثيقةّالتأمينّيجبّأنّتقدمّمنّجانبّأيّمنّمنتجيّأوّمالكيّالروبوتات،ّّآخرالمستحقة.ّفيّحينّيرىّفريقّ

 ّ.(Al-Kaʿbī, 2020)ّّوالتيّتغطيكّافةّالأضرارّالمحتملةّالتيّتسببهاّالروبوتاتّالخاصةّبهم

يتعينّعليهاّالبدءّفيّتنفيذها،ّإلاّأنهّيشتِطّلنجاحّوعلىّالرغمّمنّصعوبةّهذهّالمهمةّعلىّشركاتّالتأمين،ّوالتيّ
فكرةّالتأمينّضرورةّالعملّعلىّتسجيلّالروبوتاتّالمزودةّبتقنياتّالذكاءّالاصطناعيّقبلّالبدءّفيّالتأمينّعليها،ّ

كّانّغنىّلأيّمنهماّعنّالآخرّبحيثّلاّيتمّتسجيلّالروبوتّإلاّإذولاّّّّأمرانّمهمانّومتلازمانّّّّفالتسجيلّوالتأمين ا
، بطلبّالتسجيلّأوّالتِخيصّوثيقةّتأمينّصادرةّعنّإحدىّالجهاتّالعاملةّفيّقطاعّالتأمينّوساريةّالمفعولّمرفقّا

 ّ.(Saʿad, 2018)ّّتغطيّمسؤوليتهّالمدنيةّعنّالأضرارّالتيّيتسببّفيّإلحاقهاّبالغيرّبأفعالهّالخاطئةّممتلكاته

ّ

 اء الاصطناعينشاء صندوق تعويضات لتعويض ضحايا أنظمة الذكإ
تعدّأحدّالبدائلّوالحلولّالمبتكرةّلمواجهةّالمسؤوليةّعنّالأضرارّالتيّتسببهاّالروبوتاتّّ–فكرةّصندوقّالتعويضاتّ

منهاّعلىّسبيلّالمثال:ّتجنبّالآثارّ، الذكية،ّوالمكملّلنظامّالتأمينّالإلزامي،ّفإنشاءّالصندوقّيحققّالعديدّمنّالمزايا
كّاهلّالأطرافّالمتضررةّتكلفةّالمخيفةّمنّعدمّوجودّمنّ يتحملّتبعيةّالأضرارّالتيّتسببهاّالروبوتات،ّوعدمّثقل

ّالذكاءّ ّأنظمة ّاستخدام ّالمجتمعّمنّخلالّتطوير ّإلىّجانبّمكافأة ّالتحولّوسدّالفجواتّفيّالمسؤولية، عملية
 (. Bertolini, A., & Episcopo, F., 2021)الاصطناعيّّ

ّ
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ضمانّتعويضّالمضرورّفيّحالةّعدمّوجودّوثيقةّتأمينّلتغطيةّ: الصندوقكّماّيقولّالبعضوأنّالغرضّمنّإنشاءّ
كّماّيقولّ المسؤوليةّالمدنيةّالناشئةّعنّأخطاءّالروبوتّوالأضرارّالتيّسببهاّللغيرّأوّماّيعرفّ"بتأمينّالتغطية"،ّأو

ضّعنّالأضرارّفيّالحالاتّالتيّتوجدّالبعضّالآخرّبأنّالغرضّمنهّاستكمالّنظامّالتأمينّوذلكّلإمكانيةّالتعوي
ّّ.(Al-Daḥiyyāt, 2019)ّّفيهاّتغطيةّتأمينية

منّالفقهّأنّصندوقّالتعويضاتّفيّالواقعّلاّينبغيّأنّيكونّسوىّوسيلةّالملاذّالأخير،ّّآخرفيّحينّيرىّجانبّ
يسّلديهمّوثيقةّتأمين،ّولاّيجبّأنّيطبقّإلاّفيّالحالاتّالطارئةّالتيّتتعلقّبمشاكلّالتأمين،ّوالأشخاصّالذينّل

ّ(. Al-Khabānī, 2023)ولكنّلديهمّروبوتّّ

اّلأوروبيةّوالخاصّبالمسؤوليةّعنّ لّلمفوضية اّلأوروبية اّللجنة اّلبرلمانّالأوربيّمنّتوجيهات اّلصادرّعن اّلتقرير وقدّأشار
تّعويضّّ اّلصندوقّهو إّنشاءّهذا إّلى اّلدعوة اّلغرضّمن أّن اّلرقمية اّلاصطناعيّوالتقنيات اّلخسائرّالذكاء الضحاياّعن

التيّلحقتّبهمّنتيجةّتشغيلّالتقنياتّالرقمية،ّحيثّأكدّعلىّأنهّفيّالمناطقّالتيّيطبقّفيهاّنظامّالتأمينّالإجباريّ
 ,Al-Wālī)يتعينّتقديمّتعويضّمنّخلالّالصندوقّلإصلاحّالضررّالناجمّعنّتقنيةّمجهولةّالهويةّأوّغيرّمؤمنةّ

2021 .) 

كّلّمنّالمصنعّأوّوفيماّيتعلقّبمصادرّتموّ يلّالصندوقّنجدّأنهّيفهمّمنكّلامّالبعضّأنّالتمويلّيمكنّأنّيساهمّفيه
المنتجّوالمبرمجّوالمالكّوالمستخدم،ّوذلكّمنّخلالّالسماحّلهمّبالاستفادةّمنّالتغطيةّالتأمينيةّإذاّساهمواّفيّتمويله،ّ

كّماّيمكنّأنّوكذلكّإذاّاشتِكواّفيّالتأمينّلضمانّالتعويضّعندماّيكونّالضررّّ ناتجاّّعنّأفعالّالروبوتّوأخطائه،
يساهمّفيّتمويلهّأيضّاّشركاتّالذكاءّالاصطناعيّمنّخلالّاستقطاعّجزءّمنّأرباحهاّوإيراداتها،ّوايداعهاّضمنّ
كّلماّ إيراداتّالماليةّللصندوق،ّوعنّإدارةّالصندوقّيرىّالبعضّأنّإدارتهّأمرّقدّيكونّفيّغايةّالصعوبةّلاسيما

ّّ.(Surden, 2019)ّّموالّوالفاعليةّالتيّتحتاجهاّعندّزيادةّالأموالزادتّالأ

اّلذكية،ّ اّلروبوتات اّلتيّتسببها اّلأضرار اّلقول،ّأنهّلضمانّتوفيرّوسيلةّمبتكرةّوفعالةّللحدّوالتقليلّمنّمخاطر خلاصة
ّالروبوتّومنتجي ّمن ّلكل ّالتأمينّالإلزامي ّنظام ّوإعمال ّتفعيل ّنحو ّالتوجه ّعلى ّالعمل تقنياتّالذكاءّّضرورة

خرّلتعويضّالضحاياّفيّحالةّعدمّوجودّوثيقةّللتأمينّآالاصطناعي،ّمعّاستكمالّالنظامّالتأمينيّبصندوقّتأمينّ
كّوسيلةّأخيرةّمبتكرة. ّعلىّالنحوّسالفّالذكرّأوّعدمّتوفرّشروطّتطبيقها

ففكرةّالتأمينّالإلزاميّوتكميلهاّبإنشاءّصندوقّالتعويضاتّهيّفكرةّمثالية،ّحيثّإنّالمزجّبينهماّسوفّيساعدّ
ّبغيةّ ّالتقنيّوالنظرياتّالمبتكرة، ّالمستهلكّوالابتكار ّتوازنّحقيقيّبينّاليقينّالقانونيّوالفاعليةّوحماية علىّإيجاد

وأنّعدمّالأخذّبهذهّالحلولّسوفّيؤدىّإلىّمنعّدخولّالروبوتاتّالوصولّإلىّحلولّمنطقيةّقانونيةّتقنيةّمبتكرة،ّ
الجديدةّإلىّالسوق،ّوتوليدّشعورّبالإحباطّللعديدّمنّالشركاتّالمصنعةّلهاّوبالتاليّالتأثيرّعلىّالإنتاجّبشكلّعامّ

(Al-Qūṣī, 2019.)ّّ 

ّ
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  تسجيل الروبوتات الذكية
ّيعّرفّ ّإليهّيقّصدّبتسجيلّالروبوتاتّالذكية،ّأوّما ّبتِخيصّالروبوتات،ّذلكّالإطارّالتنظيميّالذيّدعا أحيانّا

ّسجلّخاصّبالروبوتاتّ ّحيثّأوصىّبإنشاء ّالمتعلقّبقواعدّالقانونّالمدنيّللروبوتات، البرلمانّالأوروبيّفيّقراره
اّلحدّمنّّ اّلإشرافّعليها،ّوذلكّفيّسبيل تّتولى أّوروبيةّمختصة اّقتِاحّتأسيسّهيئة إّلىّجانب اّلمحتملةّالمتقدمة، المخاطر

الناجمةّعنّاستخدامّتطبيقاتّالذكاءّالاصطناعيّوتنظيمّدخولهاّإلىّالسوقّالداخليةّللاتحادّالأوروبي،ّفضلّاّعنّ
  (European Parliament, 2017). دعمّعمليةّإسنادّالمسؤوليةّالقانونيةّعندّوقوعّالضرر

ةّللمعاييرّالفنيةّوالقانونيةّاللازمةّقبلّالسماحّبتشغيلهاّويهدفّهذاّالنظامّإلىّالتحققّمنّاستيفاءّالروبوتاتّالذكي
أوّتداولها،ّبماّيضمنّسلامةّالاستخدامّويقّللّمنّالمخاطرّالمرتبطةّبالتقنياتّالمستقلة.ّوقدّأكدتّتقاريرّالخبراءّ

ديّإلىّتعقيدّالتابعةّللمفوضيةّالأوروبيةّأنّغيابّآلياتّتنظيميةّواضحة،ّمثلّالتسجيلّأوّالإفصاحّالإلزامي،ّيؤّ
عمليةّتوزيعّالمسؤوليةّالمدنيةّبينّالمصنعينّوالمشغلّينّوالمستخدمين،ّويضّعفّمنّحمايةّالمتضررين،ّالأمرّالذيّيجعلّ

ّالاصطناعي ّالذكاء ّمخاطر ّحوكمة ّإطار ّفي ّمحورية ّأداة ّالتسجيل  (Expert Group on Liability and Newنظام

.(Technologies, 2019 

ّ ّالسياق، ّلتخصيصّالمسؤوليةّوفيّهذا ّعملية ّأنّتسجيلّالروبوتاتّيّمثلّوسيلة ّالمعاصرة ترىّالدراساتّالقانونية
القانونيةّوتعزيزّالامتثالّالأخلاقي،ّدونّالحاجةّإلىّمنحّالروبوتاتّشخصيةّقانونيةّمستقلة.ّوينّظرّإلىّالتسجيلّ

ّأدنىّمنّالتنظيمّالقانونيّيسمحّبتعريفّالروبوتاتّوتمييزّ ها،ّوضبطّنطاقّاستخدامها،ّوحصرّالآثارّبوصفهّحدّا
اّلكياناتّ اّلقانونيةّعلى اّلشخصية إّضفاء بّشأن نّظريةّمعقدة نّقاشات اّلانخراطّفي بّدل أّنشطتها، اّلمتِتبةّعلى القانونية

  (Pagallo, 2018; Bertolini & Episcopo, 2021). الاصطناعية

لىّنظامّتسجيلّالأشخاصّالاعتباريين،ّولاّسيماّكماّتحظىّفكرةّتسجيلّالروبوتاتّبقبولّأوسعّعندّقياسهاّع
اّلمسؤولية،ّ اّلتعريفّوالرقابةّوتحديدّنطاق اّلتسجيلّباعتبارهّأداةّتنظيميةّتهدفّإلى إّلى اّلتجارية،ّحيثّينّظر الشركات

اّلتقليدية اّلمبادئ مّع اّنسجامّا أّكثر اّلتوجه اّلكاملة.ّويعّدّهذا اّلقانونية إّقراراّّبالشخصية اّلخاصّّّوليسّبالضرورة للقانون
 (,Kochالتيّتركزّعلىّتنظيمّالنشاطّوتوزيعّالمخاطرّبدلّتوسيعّمفهومّالشخصّالقانونيّليشملّالكياناتّالتقنية

.(2020 

وعلىّالمستوىّالمقارن،ّتؤكدّالمبادئّاليابانيةّالمتعلقةّبالذكاءّالاصطناعيّالمتمركزّحولّالإنسانّعلىّضرورةّالشفافيةّ
ظمةّالذكيةّأوّتضليلّالمستخدمّبشأنّطبيعتهاّالآلية.ّويتقاطعّهذاّالتوجهّمعّفكرةّتسجيلّوعدمّإخفاءّهويةّالأن

ّاستخدامّ ّومنعّإساءة ّالمستخدمين، ّوقائيةّتهدفّإلىّحماية ّوسيلة ّباعتبارها ّالإفصاحّعنها، الروبوتاتّأوّإلزامية
 (Cabinet Office of Japan, 2019; Ministry of الروبوتاتّأوّتقديمهاّبصورةّتّخفيّحقيقتهاّالتقنيةّأوّقدراتهاّالفعلية

.(Economy, Trade and Industry, 2019 

ّ
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فّيه، اّلجميعّمدركينّّّّمماّلاّشك اّلجوانب،ّبات اّلعديدّمن اّلإنسانّفي اّلاصطناعيّعلىّحياة اّلذكاء لّتأثير اّلإدراك تمام
ّوتجتاحّ كّلّمكانّحولنا، ّفي ّمنتشرة ّأصبحتّتطبيقاته ّحيثّساعدّكما ّبشكلّمتسارعّومتزايد، هذهّتّالعالم

والأشياء،ّخاصةّفيّّّالطبيعيينّّمنطقةّرماديةّبينّالأشخاصّّفيّّالتطبيقاتّعلىّنقلّالآلاتّلاسيماّالروبوتاتّالذكية
اّلتعامل اّلمستقلة،ّوالتيّتجعلناّلاّيمكن اّلروبوتات تّعرفّباسم نّوعيةّجديدة اّلآنّوظهور نّعيشه اّلذي اّلتقني اّلتطور ّظل
كّأشياءّأوّآلات،ّبعدماّحلتّفيّالآونةّالأخيرةّمحلّالإنسانّوأصبحتّبديلاّّعنه،ّلاسيماّفيّأداءّ معهاّبوصفها

ّالمهامّالخطرةّأوّالضارة.

ّالتساؤلاتّ ّمن ّعلىّطرحّالعديد ّالأخيرة ّمتزايدّفيّالآونة ّبشكل ّوانتشارها ّالروبوتاتّالذكية ّظهور فقدّساعد
رّغالبيتهاّحولّمسؤوليتهاّعنّالأضرارّالتيّتسببهاّللغير،ّقدّحاولناّالإجابةّعليهاّوالإشكالياتّالعمليةّوالتيّتدوّ

المدافعينّ)ّمنّخلالّتوضيحّمفهومّالذكاءّالاصطناعيّوأهميتهّوخصائصهّالأساسية،ّواستعراضّوجهاتّالنظرّبين
ّالحلولّوّالرافضينّ- ّإلىّجانبّ ّللروبوتاتّالذكية، ّالقانونية ّمنحّالشخصية ّوالمبتكرةّ(ّعنّفكرة البدائلّالمقتِحة

كّناّبحاجةّإلىّ كّماّتناولناّأيضّاّالإجابةّعلىّالتساؤلّالخاصّحولّماّإذا لمواجهةّتلكّالمسؤوليةّللحدّمنّآثارها،
وضعّتنظيمّقانونيّجديدّخاصّبالروبوتاتّالذكيةّوهلّالمشاكلّالتيّتثيرهاّيمكنّالتعاملّمعهاّمنّخلالّالتشريعاتّ

ّ.القائمةّأمّلا
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